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REACTIVE SCATTERING IN THE BENDING-CORRECTEDROTATING LINEAR MODEL

Robert B. Walker
Group T-12, MS J569
Theoretical Divie~on
Los Alamos National Laboratory
Los Alamos, NM 87545

Edward F. Hayes
Controllers Office
National Science Foundation
Washington, DC 20550

ABSTRACT. We review the theory and uppllcatiuns of the Bending-
Corrected Rotating Linear Model (BCRLM) to problems in the quantum
description ~f reactions between atoms and diatomlc molecules,

1. INTRODUCTIONTO BCRLM

The Bending-Corrected Rotating Linear Model (BCRLM) Is a straight-
forward extension of the Rotating Linear Model (RLM) proposed in the
late 1960’s by Child,L Wyatt,a and Connor and Child.a The RLM con-
otraina the dynaaics of three dlmeneional (3D) collisions by raqulrjng
the molecular species to ●aintain &n orientation collinear with the
atomic species during the course of collision. The clasaicai dynanica
of three particles on a line was considered prior to this by Jepsen and
Hirschfelder,d and more recently by Agmon,” but the BCRLMis an out-
growth of the ❑odel presented by the authors of Refs. 1-3.

By neglecting the two internal rotational (or bending) degrees of
freedom, the mathematical description of the rearrangement collision
event la ●lsplified so extenmlvely that the computational treatment of
reaction dynamico within thiu model is routinely poeaible. Thiu CO~pU-

tational slapllcatlon arise. because the rotational ●otinn of the line
of collision ~a treated analytically by a partial wave expanoion of the
scattering wavefuuction. Consequently, the computational effort reduc~c
to that of a family of colllnear reactive oeattering calculations, one
for each partial wave term in the wavefunction ●xpanaion.

The obviouc ●hortconin~ of the RLM in its neglect of the internal
rotational degrees of freedom. In co~parloon to the ●~ymptotlc vibra-
tional degreeu of freedom, the asymptotic rotational degreee of freedom
impose a relatively ●ode-t constraint on the ●nergetioo of oollision,



but they correlate adiabatically to higher energy bending states when
the collision partners are close together. The reaulta of the earliest
accurate 20 and 30 coupled-channel calculations’-’4 for the H+Ht re-
action nhoued that these bendjng degrees of freedom are jmportant. jn
determining the en~rgetjc posjtion of the reaction threshold. Conse-
quently, Walker and Hayea19 jnplemented the suggestion made jn Uyatt’s~

paper, and supplemented the RLMwith an ad hoc correction to include the
adjabatlc effects of the lowest energy bendjnfi degrees of freedom,
producing the banding-corrected RLM, or BCRLM. Includjng the bending
degrees of freedom as an effectjve potentjal wjthjn a collinear react~ve
framework was first deucrjbed by Hortensen and PitzerlG” J’ and is now
w~dely used by Bowman and coworkersi’-’. jn reduced djmensjonaljty
theories of reaction, and by Truhlar and coworkers:’-st in varjatjonal
trans~tion state theories of reactjons

In practice, all BCRLMcalculations to date have been done so that
only the lowest energy (j,e., zero pojnt) bending state has been ex-
pljcjtly treated. At this level, the addltjonal computational ef?ort
for a BCRLMcalculat~on jnstead of an RLM calculation js mjnjmal -- jt
is necessary only to compute an effectjve collinear potentjal energy
~urface which js the sum of the usual colljnear potential and the
bending zero point energy determined at each collinear geometry. In
princjple, however, a full treatment of the bendjng degrees of freedom
within the adiabatjc approxlnat~on would requjre a family of RLM cal-
culations, one for each bending state.

Another obvious defect of both the RLM and BCRLH ●odels is that
they assume a colljnearly domjnated reaction jntermedjate. While the
potential energy surfaces for aany collision systems do favor collinear
geonetr~es, there are of course ■any reactiona which do not. Exten6ilons
of the BCRLMaodel are therefore needed to treat noncollinear systems,
perhaps along the ljnes defined by the Barrington and MjllerBs reaction
surface Hamiltonjan theory.

In the next sect~on (Sec. 2), we will develop the theory o! the
BCRLM. We discuss the colutlon of the coupled-channel equations in both
natural colllsjon coordjnatees’-” and hyperspherical coordjnate~, Dg-4V
Both coordinate systems are widely umed to treat collinear reactive
●catterjng procesmeul We w~ll djscuzie the projection’9’40 of the hyper-
spherical equationn on coordinate ourfacee appropriate for applying
scattering boundury condjtjonm and revjew the defjnjtjon of integral and
differential scattering cross sections in this ■odel.

In Sec. 3, we will brjefly revjew appljcatjone of t)CRLMcalcula-
tions to reactjve mystena and djacuaa jrt See, 4 sotae poasjble future
developments whjch Hay be ●ade through extension of the method. Seci 5
then concludes w,lth a summary.

2. THEORY

In thjs sect~on, we w~ll prenent n nathematjcal deucrjptjon of tho
BCRLM. We wjll defjne the clasnical and quantum mechanical Haml]tonlnn
for the translational, vjbratjonal, tumbljn~, and bending dngrees of
freedom for the ●ycten. Aft@r oxpandlng tho ●catterjng wavcfunctlon In



a total angulnr momentum representation, we obtain coupled-channel equa-
tions wh~ch ●ay be solved numerically subject to reactive scattering
boundary condltiona. The aolutjcm of these coupled-channel equations at
a fixed total scattering energy E and angular ■omentum J determines the

scattering ●atrix, $J(E). From the ●catterlng natrlx. we can then com-

pute reaction probabilltiea, Integral and dlfferent~al cross sections,
and reaction rate constanta.

2,10 Internal Coordinate Systems

We restrict ourselves here to the atom-diatom reactive collloion
process defined chemically by the equation

A + BC(m) + AB(n) + C, (1)

In which A and BC are the reactant atom and molecule respectively, and
AS and C are the product molecule and atom. The vlbrntlonal quantum
numbers of the reactant and product molecules are m anti n reapectlvely.
We further assume that the colllsion dynam$co is represented by the
motion of the A, B, and C nuclel m a sjngle Born-Oppenheimer electron~c
potantlal energy surface, at energjes below the threshold for colllsion
induced dlmsoclatlon, The atomjc masses are defined am DA, ●B, and aC.

Coupled-channal equationa ●rise in scattering dynaajc. when all but
one of the degrees of freedon of the system are expanded in a square
Integral basis (of “channel.”). The coupled-chaunel equationa are then
solved numerically and deccrlbe ❑otion in the unbound, or ocatterlng
coordinate. i’he pr(ncipal difficulty of any reactive scattering calcu-
lation Is that the coordinate system which beet describes the asymptotic
●otlona of reactants differs from the coordinate system best suited for
products. Consequently, computational methods commonly use djfferent
coordinate symtema jn dlffarent parts of configuration space, Boundary
condjtlono are expressed In termn of Jacobi coordlnatec (Oonetlmes
refarred to ●e “cartemian coordinator”), where in the A+BC arrangement

‘BC
10 the Internuclear separation of the BC nolecule,

‘BC - I?Bcl “ I?B “ ICI, (2)

and RA EC la the djutance between the atom and the center of mans of tho

BC mol;cllle,

8A7A
7

R = Ill =@c-_
‘mBE!

A,BC A.BC1 1,
‘A + ‘B

(3)

In Eqs. (2) and (3),the vectors~A, #B, mnd?c locate the atoms A, B,

and C, rempectjvely, relatjve to an orl~in of a apaca-flxai Cartesian

reference frame, and [?I denotes the length of the vector #, Equatlona



analogoua to (2) and (9) are obtained for the B + AC and C + AB arrange-
ment by cyclically permuting the A, B, and C labels, and deflr,e the
appropriate Jacobi coordinates for other asymptotic configurations.
Becau@e the RIM ●nd BCRLMconsider only collinear or near-collinear
reaction Intermedjatea, only a single arrangement of product species is
Possible (as in Eq. (l)), and ●o we need to consider only the Jacobi
coordlnatem for A+BC geometrie~ (the a arrangement) and AB+C geometries
(the 7 arrangement). We then define mass-scaled Jacobi coordinates so
that ●otion In both r and R occurs with the ●ame effective reduced mss.
These coordinate are

% “ ca-~ ‘A, BC ‘
RY. C-]Q

r “-C.AB ‘

r ■ C= rBC ,a
r7 = Cv ‘AB ‘

[

(mA+ ~ + ‘c)~”c
~4m
a

❑ (m
I

2“
AB

+ DC)

Early treatments of collinear reaction dynamics addressed the
coordinate problems aeeociated with different asyaptotlc arrangement
channels by using natural colliaior, coordinatee.s’-s’ The generic

ra”

o RI* R“

(4)

Figure 10 Collinear configuration space, aubd~vlded Into regions fI-lV)
in which djfferent coordinate syotemo are ueed, Rcg~onn I and ~1 are
for r~actantm, end 111 and IV are for products. M i- a natchjng line
between reactantm and productm, and TC jn the origjn of the polar
natural colllsjon coordlnatom used in Regions 11 nnd 111,



feature these curvilinear coordinate systems share is that they deform
smoothly from the Jacobi coordinates of reactants to the Jacobi coor-
dinates of products. In practice, BCRLMcalculatlonslc have used
natural collis~on coordinates* which can be visualized with the aid of
Fig. 1. The NCC are actually plane polar coordinates with an origin
located at a turning center labelled TC In Figure 1. The TC has
projections ~ and r: on the a axes and R; and ~ on the v axes. For

computational purposes, the collinear configuration space (between the
Ra and Rv axea in Fig. 1) is divided into four regions. Regions I and

II (reactants) are meparated by a matching surface M from regions III
and IV (products

and tan-l(ra/Ra)

ly, in Re~ion IV

lislon coordlnat~

. In region I, containing geometries in which Ra>R&,

~, Ja~ ~bi coordinates Ra and ra are used.<v Similar-

Jacobi coordinates R7 and rv are used. Natural col-

s Ua and v= are used for configurations In Region 11,

within the triangle defined by (O, TC, R&); coord~nates U7 and Vv are

used in Region III, within the triangle defined by (O, TC, WV), In

terms of Ra and ra, Ua and Va are

Ra = R*a - ~aoasinra,

@
ra = ra - qao~cosra, (5)

~a = 1 + va/aa,

r = R/2 - t
a a

- ua/ca,

Equations analogous to Eq. (5) define Ry and r7 in terms of UT and V7.

Natural collision coordinates defined in this way are convenient
for many reactive systems but have the drawback that olte must decide
where to locate the turning center TC, Phycical considerations require
that it be placed far away from the origin, in a region of sufficiently
high potential energy thut the scattering wavefunction, once determined,
will be negligibly small there, This requirement immediately implies
that these coordinates are unsuitable at scattering ene~gies above the
threshold for collision induced dissociation,

A second problem Is encountered for “heavy-light-heavy” (HLH)
systems in which the mass of the transferred atom B is small in com-
parison to the masses of A and C. In such cases, the skew angle
($av%a+47, see Fig. 1) becomes very small, and tunne!lng between the

reactant and product valleys ●ay occur at largo distances, raqu~ring
that TC be located far from the origin, When thiu AS done, the vibra-
tional motion of the system is poorly represented by the v coordinate.
Consequently, sl~ces of the potential at fixed values of u generate



broad effective vibrational wells whose shape changes rapidly with u.
As a result, a large basis of target functions in the v coordinate is
required in the coupled-channel equations at each of a large maber of
integration steps in the coordinate u.

It is more economical to use hyperspherical coordinate systems’s””
for HLH systems. For collinear configurations, these coordinates are
also plane polar coordinates, but the turning center is located at the
origin. These coordinates have had a wide application to collinear re-
actions,-o-$l especially those of the HLH variety. The hyperspherical
radiu~ p is Independent of the arrangement channel index

P2 - R=2 + ra2 = RV2+ rv2~ Osp<-, (6)

and the hyperspherical angle depends in a simple way on Q or v

tanQ = ra/Ra,

tan ($aY -P) = r7/R Y’ OsPs$ay. (7)

Whether the numerical problem is solved in natural coil.sion
coordinates or in hyperspherical coordinates, we still must express
boundary conditions in the appropriate asymptotic Jacobi com’dinates.
In the natural collision coordinates of Fig. 1, there is a common boun-
dary between Regions I and 11 in the u coordinates, between Regions 111
and IV in ‘f coordinates, and betw”*n Regions II and 111 separating
arrangement channels. In a hyperspuerical approach, however, the
boundaries between regions which employ different coordinates do not
match, as in Fig, 2. Consequently, we must numerically project the
solutions of Schrodinger’s equation inside the hyperspherical region
onto constant Ra and R7 sur?acen. This projection Is ❑ ore complicated

An comparison to the analagnus but ana?ytic projection procedures*
required in the NCC approach, This asymptotic matching requirement may
be regarded as a mlrt~r disadvantage of hyperspherical coordinates.

2.2, The Classical Kinetic Energy

The classical kinetic energy of an A+BC system in a 3D center-of-mass
frame may be written in sass-scaled & Jacobi coordinates as

where y is a reduced mass common to all arrangements (because of the
mass scaling of Eq. (4)),

II
1/2

P“
‘;A%mC

(mA+mD+mC)4 ‘
(9)



In Eq. (9), @a and Oa are the spherical polar angles of the% vector in

a apace-fixed coordinate frame (see Eqa. (3) and (4)). and ta and LIa are

the corresponding apherlcal polar angles of the ;Q vector.

The essence of the approximation In the RLM is to require that both

;= and R= be parallel, and hence their spherical polar angles are equal.

The atoms A, B, and C now lle on a line in 3D, whoes spherical polar
angles are defined aa C and 0, so that

e=e.ey=~=.~v,

@ “0:-0 =IJa=ur 7“
(lo)

Consequently, the RLMkinetic energy is simpler than Eq. (8), namely,

[
T=@2R2+;2 + (R

a a ~ + r~)(e 1“2+ain28 J*) ,

[

(11)
“ p/2 i: + f

2
+ (R~ + r~)(e

1
“2 + sin20 &*) .

In natural collision coordinates, the RLMkinetic energy becomes

[
T“p/2q2;* +;2 2 “2+p(e

1
+ oin20 +2) ,

and in hyperspherical coordinates we obtain

[
T “ p/2 p2 ● pv

1
+ p2(02 + ein2e k2) .

(12)

(13)

2.3. The Quantum Mechanical Kinetic Energy Operator

To obtain the quantum kinetic energy operator, we first rewrite the
classical expreealon in terms of momenta conjugate ta the coordinate,
and then follow the prescription described by Podolsky9s or Margennu end
Murphy.c’ In a-channel JncoLi coordinates, we obtain

.
where J 10 the total angular momentum operator for the system

(18)

In natural colllsion cnordlnates, T becoses



and in hyperspherical coordinates we obtain

In the RLM, the Haatiltonian operator Is simply

‘RLM = ‘RLM + ‘lD (R,r),

(17)

(18)

‘here‘ID (R,r) Is the electronic potential energy hypersurface, for

collinear geometries, Of course,
‘e assume ‘lD

may be e~aluated as

needed in any of the required coordinate systems.

2.4. The Bending Hamiltonian

We next elaborate upon the RLM to account approximately for the
neglected bending degrees of freedom, Bending is treated as if it is
adiabatically separable from motion in the R and r coordinates, as if
bending time scales were faster than time scales for translational and
vibrational motion. The true tiae scales associated with these ❑otions
almost never satisfy these conditions (especially asymptotically), ex-
cept for some reactions with highly constrained linear intermediates and
at collision energies near the reaction threshold. Nevertheless, we
~nclude the bending approximation to improve the threshold behavior of
reactions, hoping that in some average sense, it may recover some of the
features expected from the Internal rotational degrees of freedom in a
more accurate 3D theory, However, the two degenerate bending ●odes
correlate to zero-frequency ■odes asymptotically, and not to the proper
diatomic rotational levels. Consequently, we cannot identify the re-
sults of a BCRLMcalculation for a specific set of bending states with
those of a 3D theory for specific rotational transitions. However, e?
we describe later, we nay identity bend~ng averagedc’ BCRLMresults with
rotationally averaged 3D results.

Following Garrett and Truhlar,2s we define the angle ~ (not to be
confused with the arrangement. channel index) as the bond angle between

the -~BC and ;AB vectors defined by Eq, (2), For small displacements in

the ‘v angle, we may define a bending Hamiltonjan for each (R,r) or (p,P)

nn

ii
ii’8’

bend “ ~ — + ‘bend(T;R’r)’
b a~2

(19a)

where Ib is a moment of Inertia,



-1
‘b

- [mAR:B]-l + [mCR;C]-l + D;l(R~;+ R;;]20

The eigenvalues of this Hamlltonian are cA(R,r),

i
~bend bend

bend A
= ●A(R,r)YA

(19b)

(20)

and form an effective potential which, when added to the collinear poten-
tial surface, forms the BCRLMpotential. We have therefore

v *iA1(R,r) = VID(R,r) + ●A (R,r) +aA (R,r),
1 8

~;;& = ‘RLM + ‘A A (R,r).
la

(21)

(22)

The bendjng elgenvalue functions appear twice in Eq. (21) because of the
degeneracy of the two bending modes of a linear triatoalc ■olecule. In
practice, BCRLMcalculations have been reportedly’t4-71 only for an
approximate form of the bending eigenvalue function, and for A1=A8-0.
The approximation usedlm is expreaaed in natural co!ljsion coodjnatea,

CA(UPV) - CA(U,VO), (23)

where V. is the value of v where the potential VID(U.V) has a ❑inimum at

fixed u. This approxjmatjon has been ueed for computational convenience
but may have several disadvantages. The first problemlo ariaea because
the approximation is tjed to the deflnitjon of the natural collis~on
coordinates. Thin dependency arieea because the position of the vib-
rational mjninum V. depends slightly on the location of TC, and lines of

constant u are not perpendicular to the minjwrn energy path from the
saddle point toward reactants (or products). A second problem ariaes in
hypermpherjcal coordjnataa, becauae Eq. (23) becomes quite cumbersome to
jmplement. and indeed, the effective potential becomes ■ultivalued at
TC, A thjrd problem arises at subthreahold collialon energ~cs, where
collinear calculations show that significant corner-cutting of reactive
flux occurs to the concave side of the ❑in~mum energy path. It haa been
pointed out’* that in this region, the approximate potential 1s likely
to be larger than ●A; consequently, the barrjer to tunnelljng ❑ay be

overestimated. The almple aolutjon to each of these problems is to
avoid the approximation Eq. (23) altogether,

2,!3. The Coupled-Channel Equations

The angular momentum operator iu Eq. (15) suggests that the overall
rotational degreee of freedom can be expanded in partial waves ualng

spherical harmonica Y~(O,O), eo that



o

AJWJA1A8(R,r) Y:(W.+A~(R,~,O,@)- . .
● 2 (24)

J=O

where Al and Aa label adiabatic bending states, J iB the total angular

●omentum quantum number, and

The coefficient A: is chosen

in Sec. 2.8. We next expand

● labels the initial vibrational state.

to eatiafy asymptotic boundary conditions

the coefficient functions wm‘A’A’(R,r) as

appropriate for each coordinate system. In Jacobi coordinates, we have

MN
*JAlA2(R r]

“ P-l N fnm(R;iJAIA1) Fn(r;lJAiAz),
●

(25)

i-l n-l

and in natural collision coordinates, we have

●A,Aa (R,r)
n

and in hyperspherical

*JAIA~
a

(R.r)

In 13q8. (25)-(27), we

MN
-1 1/2

“P ~ 22 gnm(u:iJAlA2) Gn(v;iJAIAa), (26)

i=] n=]

coordinates. we have

MN

‘p-’”~ ~hnm( P;iJAiAa) Hn(p; iJAIAa). {27)

i=l n-l

aubdivlded confinration sDace into sectors, each
labeled by the index i; the boundary between Bectorai in each cocrdjnate
system 1s formed by curves on which the propagation variable? (R, u, and
p, respect~vely) are constant. Since the wavefunction expansion may
change from sector to sector, the functions f, F, g, (3, h, and H depend
parametrically on the i index, as well as the total angular ●omentum
index J and the adiabatic bend quantum numbers Al and A~.

The functlona F, G, and H are determined by solving a reference
vibrational Hamlltonian defined at the center of each mector,

[

fi2 da - F
+ vF(r;lJAIAa) -

1

Cn(lJAIAa) F(r;lJAIAa) = O, (28)
-$P

[

b2 da “
+ VG(v;iJAIApj

1
- c:(iJALJa) Q(v; iJAIAa) = O, (29)

-ZF

[

h2 d’ -

1
+ \’H(P; iJAIAz) - +JA,Aa) H(w’;lJA,Ae) = O. (30)-— —

2# &a



The actual choice of the reference vibrational potential depends on the
particular application. In the RXNID progra~, Z* a quadratic reference
potential Is chosen4* in the NCC and Jacobi coordinate systems, and the
functions F and G form a harmonic oscillator basis. In hyperapherical
coord~nates, we use the entire pctent~al and determine the basis H by a
finite difference approach.

Combining ~qs. (24)-.(30) with Eqs. (14)-(18), we obtain the coupll:d-
channel equations for the propagation functions f (R). grim(u), andm
hnm(p), which after suppressing the parametric labels (lJAIAa) are,

N

N

d:gnm(u) = ~ (gG)nn, gn,m(u)o
du2 n$=o

N

(31)

(32)

(33)

where in Eqs. (31)-(33) tlie coupling matrices (we denote aatrices by a
double underline) are

..

‘i: (pF)nn, - (cn-E)6nn, +
2p

.
.

+ ‘FnivA,#2- ‘F + ~rJ(J+l)+I]lFn,>l (34)
WP2

b’
(~G)nn, = :6nn, +

G 4a* (35)

{

. (cn*n, ) ~2
+ <Gn~q2 VA A -vG+ -E+

}
_[J(J+l)+l] /Gn,>,

82 2 2#

f(D)
[

n2- ● -E+—
=H nn’ n [ ]1

J(J+l) +: 6nn, +
2p 2#40*

.
+ <Hnlv - V“llln,>,

(36)

When we change the target basis (Eqs. (2~)-(30)) between two adjace~,t
sectors, we must ensure that the wevefunction and its derivative are



continuous acroaa the sector boundary. Enforcing this requirement
defines overlap matricea~ in each coordinate system, and for Jacobi

coordlnatea we obtain

fnm(@ = ~[~F(ici+lll fn,m(Ri;l:i+I),nn’ (37)

n’

[qF(ioi+l)]nn, - <Fn(r; l)lFn,(r:i+l)>, (38)

where we have suppressed the l~bels (JAIAa) on the f’s, F’s, and T’s,
In Eq. (37), f$ and R~ are the values of t;.~ propagation coordinate at

the Inner and outer boundaries of sector 1. Equations analagous to Eqs,
(37)-(38) also hold in the NCC and hyperspherical coordinate systens.

2.@. Solving the Coupled-Channel Equations

The ccupled-channel equations (Eq. (31), (32), or (33)), may be solved
in a variety of ways, but we uae the R--matrix propagation ■ethod of
Light and Walker,d~,~~-?s We will review this ●ethod briefly in this
eection, as applied to the coupled-channel equations in Jacobi coor-
dinates. The approach ia essentially the same in other coordinates.
The coupling matrices ~ (Eqs. (34)-(36)) are evaluated at the center of

each sector, a]!d we assumed to be constant across the sector, The real
symmetric 2 matlices are diagonalized by a real orthogonal matrix ~,

f(i) ’yi)”yi)
where :T is t},e tranapoae

uncoupled re’>resentatlon,

in each sector,
.

= ~2(i), (39)

of :. The ●atrix ~ transforms to a locally
.

and defines new propagation functions fnm(R; i)

~(R;i) ■ lJ(i)o~(R;i). (40)

The global R natrjx, between the initial sector and sector i, is

The sector R matrjx relating the values of the locally uncoupled
functions to derivatives within sector (1+1) ia

Igl(l+l)

]1

:2(i+l) -i’(R;+l :1+1)
.

~3(1+1) ~4(i+l) ~’(R:+l
lr

;1+1)

(41)

, (42)



where for open channels (Aa S O) we have

[$l(i)]nn,
[

=[gd(i)]nn, =f3n1,, -

[g*(i) ]nn,
[

-[g3(i)]nn, =6nn, -

An(i) l-1cot{6Ri An(I) I)] , ~43)

A#)f-lRSC(ARi An(i) l}],

and for closed channels (At Z O) the sector R matrix Is

In Eqs. (43)-(44), ARi js the width of sector i. The transformation

matrix from, the locally uncoupled representation of mector i to the
locally uncoupled repreaentatinn of sector 1+1 is

m

~(i,i+l) = ga(i)”g(i,i+l )”y(i+l). (45)

Assuming we know the global R ●atrix of Eq. (41), we can now compute the
global R ●atrix for sector i+l using the sector R matrix of Eq. (42) and
the overlap aatrlx of Eq. (45). The R-matrix recursion relations arez?

.

(47)

E4(I+1) - :4(i+l) - g3(i+l) ”g(i+l)”:2(:+l ), (48)

3(1+1) = [gl(i+l) - ~T(i, i+l)”g4(i)*~(i, i+l)l-’”i (49)

By repeatedly appiying Eqs. (46)-(49), the coupled-channel equations are
solved by propagating towards asymptotic reg~ons of configuration space.
We also note~o that, if desired, we may propagate the R-matrix lnveroe
(the log-derivative or L n~tr~x) with equations essentially the sane as
Eqs. (46)-(49), where only the definition of the sector L ●atrix is
changed. At the conclusion of the propagation, we compute the scat-
tering matrix ~ by enforcing boundary conditions.

In the RXNICJprvgram,7g both the NCC and Jacobi ~oordinate systems
are used, We begin uc the collfnear ●atching surface (M in Fig, 1) with
a sector R matrix as the first “global” N matrix, and propagate all four
blocks of the R matrix outwards toward thou-channel aaymptotlc region,
and then switch to a-Jacobi coord~nateu when Ra=R~. For asymmetric sys-

tems (mA@SIC), propagation resumes at the matching surface, and proceedn

toward the ~-channel asymptotic region, swltchinu to ‘r-Jacobi coordi-
nates when Rv=R~, Thea- and ‘r-chennel R matrices are then combined and

boundary conditions enforced.



In hyperspherical coordinates, propagation begins at a small hyper-
spherical radius, and continues to larger hyperapherical radii. Because
the potential is repulsive at small radii, only regular functions at the
origin ar~ physically allowed, and in this case it is necessary to prop-
agate only the ~4 block of the R matrix. As p increases, the angular

potent~al evolves frok~ a single well to a double well, one each for the
reactant and product molecules. At energies below dissociation, the
barrier between the two wells becomes large and broad enough that the
eigenstates of the angular potential are completely locallzed within
each well. For symmetric system (mA=nC), we may obtain degenerate

>airs of delocalized functions, but these are easily localiued (i.e.,

*(local] = 2 -1’2[*,*V, ]). Once the angular eigenstates are localized,
we may continue propagating in Jacobi coordinates, or if appropriate, we
may enforce boundary conditions. !iowever, in either case we first
project the hyperspherical solutions onto constant Ra (and Rv) surfaces.

2.7. ilyperspherical Projection

Asymptotic boundary canditlons are most conveniently expressed in Jacobi
coordinates, and so if we solve the coupled-channel equations in hyper-
spherical coordinates, we first express our solutions, defined on a
hyperspherical radius, on the appropriate Jacobi surfaces (see Fig. 2).

Figu,ta 2, Collinear configuration space, showlnfi the projection of
hyperspherical solutions onto Jacobi surfaces, The solid arcs are the
inner and outer boundaries of the la~t hyperspherical sector, and the

dashed arc 1s the center of the sector, The Jacobi surfacea ~ and R:

lnteroect the dashed arc at the vibrational nini~a,



We describe in this section a procedure which determines a two-surface R
●atrix [four blocks) fron the single surface hyperspherical R ●atrix.
The procedure we describe ie essentially that of Bondi and Connor,’g”’m
except for ●inor differences In strategy (they evaluate asymptotic
boundary conditions directly on the final hyperspherlcal radius). We
begin by recalling the definition of the final hyperspherical R matrix,

il(p;;m) - iJHO~’(P::M), (50)

where here M labels the f~nal hyperspherical sector (see Eq. (27)), and
p; Is the value of p at the outer boundary of this sector. Within the

last sector, the propagation funct.~ons (and their derivatives) may he
expanded in aine- and cosine-like ~olutions, so that

where & and EM are undetermined coefficient matrlcea, constant within

the final eector, which depend on asymptotic boundary conditions. The
diagonal matrices #@:M) and :(p;M) are

an(P) - sin[k#[pWH)]o channel n open,

= ainh[k~(p-PH)], channel n closed, (53)

Cn (P ) - COS[+P+M)]. channel n open,

= cosh[k~(P~M)], channel n clomed, (54)

where PM is the value of p at the center of the final ctctor, and

(kMl 2
1 nJ = l(~”)nnl, (55)

BY substltut~ng Eqs. (51) and (52) into Eq. (50), we can relate the
coefficient matrices & and ~,

A-

:-

Ue now require

the projection

~M”~M,

[:(P;) - ~H’:’(P;)l-@P;) - ~“”y(pj)]i (50)

the right hand .Jdes of Eqs, (25) and (27) to agree on

surface Ra ● R: (see Fig. 2),



and

Two

the

~“1/2 ~
2 n,n(P; M) Hn,

9’

a similar equation ●at also

; [~’” 2 ‘rfl#”)
a n’

(57)

n

hold for the derivative

]2Hn, (P;M) = f~m(R~) Fn(ra). (58)

n

additional equations, similar to Eqs. (57) and (58), also hold on

product ●urface R;. We next multiply by F~(r@) and integrate over

ra (and over r, on the product surface), and use Eqs. (51) and (52) to

obtain equations for the propagation functions In Jacobi coordinates,

where the a-channel matching matrices are defined (suppressing the M
label on the a, c, and H functions)

[1

-
~1) nn, “ J Fn(r~j p

-1/2
On,(P) Hn,(~) dra,

o

[1

m
&@) nn, ■ J Fn(ra) P-1’2 Cn, (P) Hn,(~) drd,

o

[1

a
1#) n,,, ■ J Fn(ra) P ‘1’2(e~, (P) Hn,(P) COOP -

0

(61)

(62)

- (2P)-] Sn, (P) Hn,(p) cos~

-P
-1 ●n,(p) ti~,(P) sin~) dmd, (63]

[1

a
I& nn, ■ J Fn(rm) P-1’2(cn, (p

o

- (2P)-1 Cn,(d

-P-l Cn, (p) H;

Hn,(P) COS~ --

Hn,(?) C,BP

(P) ulnP) dra, (64)



(1) (2) *(3) ~n~ ~(4)
The off-diagonal blocks of the ~, i’ -’ matrices in Eqs.

(59)-(60) are zero because we have assumed that th~ hyperspherical
angular eigenfunctions have b~en localized in the reactant and product
potential wells. Referring back to Eq. (41), we can define an R matrix
for the Jacobi coordinates

Combining Eqs. (59) and (60) with Eqs, (56) and (65), the Jacobi R
aatrix is determined in terms of the matching matrices as

(65)

(66)

where in Kg. (66) we have implicitly arranged the rows and c~lunns Of #

to agree with the labeling implied by Eqs. (59)-(60). Having determined
the R matrix in Jacobi coordinates, we can now either contj~~ue the
propagation or apply asymptotic boundary conditions.

2.F. Botindary C0nditiOn8

The coupled-channel equations (Eqs, (31) and (34)) decouple at large
values of Ra (or R7), because in the limit that P * R, we obtain

ft2
[

n2
1

(~F)nn, = Cn- E+ -#J(J+l)+l]6nn, .
& 2NR

The form of Ecf. (67) implies that the functions fnm(R:J)

linear combination of Bessel functions of unusual order,

J(J+l)+l term. In our calculations, we have ignored the

(67)

will approach a

because of the

additional l/R2
centrifugal potential in applying boundury conditions, ~n order to UDQ
the ●ore familiar spherical Bessel functionm, Our experience has been,
and others have shown,’” that, this approximation has a small effrct on
the magnitudes and phaaeo of the final S-matrix eleaenta, We therefore
require the functlona f nm(R;J) to go asymptotlcallys as

fn#;J) - -ik R A~1)(knR)8nm + A:l)(knR) (kn/kn)_’/2S;m , (68)n [ 1

where kn is the channel uavenunber fi2k~ = 2p(E-n), S:n is ●n element of

the S matrix, and the functiono 4J are spherical Hankal functions of the

first and second kind, which thernaelves have the asymptotic behavior

+jA(l)’ (2)(z) = z-lexp[ti(z - JR/2)].
J

(w)

The wavefunctlon of Eq. (24) ~ust satisfy the boundary condltiong



+ Ft~l~ exp(iknl?a] F~(ra) ~nm(e,*)* (70)

n
when Ra is large,

n’
when R7 is large,

In t%qs. (70)-(71), the functions F*(r) are the eigenfunctions of the
asymptotic v~brational Hamiltonian, and 4(0,+) is the scattering
amplitude, Using the ataymptotic form of fnm defined in Eqs, (68) and

(69) in the right-hand-side of Eq. (24), we determine the expansion

coefficients Al in Eq, (44) and the scattering amplitude Ann by equating

with Eqa, (70) and (71), The coefficients A: are determined by equating

the coefficients of the incoming spherical waves, obtaining

+k-11J+2 [R(2J+l)]1/2
m

(72)

The scattering amplitude is similarly determined by equatin~ the
coefficients of the outgoing npherical waves, after first expanding Anm

in Legendre polynomials. We obtains

4nm(W$0 ■ i(4knk#’2~ (2J+1) (6nm-s;m) PJ(coee). (73)

J=O

The calculation of the S matrix from the final R matrix is accom-
plished by rewriting Eq, (66) and its derivative in matrix form,

$(R;J) = :(J) -t7(J)o& -1’2*:J’~Y (74)

~’(R;J) -:’(J) -~’ (J)@’2*:J#2, (75)

where !(R) and !’(R) are natricern of the values of the propagat~on

functions and their derivatives on the final R-nntrix boundaries in both
the a and ‘t arrangement channels, Here the diagonal ~ and ~ matrices

(and their derivative) are the spherical Hankei functions of Eq. (06),



[~(J)]nn = iknR k;l)(knR),

[:( J)]nn= [~(J)];n ,

(76)

(77)
*

where denotes the complex conjugate. The ~ matrix defined here should

not be confused with the overlap matrix used in Eqs. (37), (38), and

(45). Defining the final R matrix as $7 and combining the definition of

the R matrix [see Eq, (65)) with Eqs. (74)-(75), the S matrix Is

2.9. Differential and Integral Cross Sections, Thermal Rate Constants

The differential scattering cross section in the RLM ia defined as
usual , the ratio of the spherically scattered flux into final state n
originating from an incident plane wave in molecular state m,

:0 n#AI:E) - (kn/km) l~nm(Q#)l? (79)
dn

where Ann(O,O) is defined in Eq, (73). The integral cross aiection is

obtained by integrating over the polar angles, giving the familiar form

00

anm(E) =xk~2~ (2J+1) 16#;m12’
J.O

(80)

From the integral cross section we can compute a state-to-state
thermal rate constant in the standard way,?O

JjJ’f)■ N (z/kBT) 3’2(KpA,~~)-1/2 ~

a
x J E o (E w ) exp[-Et/kBT] dEt,

~ t nm tm
(81)

where N is Avogadro’s number, kB is Boltzmann’a constant, Et 1s the

initial translational energy of reactants in vibrational state n, and

‘A, BC j. the reduced mass uf the initial collision partners,

‘A, BC = mA(nB (82)+ mC)/(mA + mB + mC).

Def~nitions slmjltir to Eqs, (79)-(81) also hold for differential cross
eectlons, integral cross sections, and rate constants in the BCRLM, ex-
cept that each in obtained for every choico of bending states AI and A,.



2.10. The Relatlonshjp between RLM/BCRLMand tiD -- Rotational Averaging

Although cross sections and rate constants in the RLM are well defined
quantities, it is nevertheless difficu~t to compare directly to full
three-dimensional calculations because the RLM neglects internal bending
&nd rotational degrees of freedom. Philosophically, it is better to ask
how one should sum or average the results of full 3D calculations in
order to obtain quantities which best compare with the models. Since in
the RLM or BCRLM, the diatomics do not rotate before or after the col-
llsion, we may be tempted to compare 3D (n,j=O) + (n’,j’=0) processes
with RLM n-on’ processes. In cases where such comparisons can be ●ade,
the RLM probabilities, cross sections, and rate constants are larger
than the corresponding 3D quantities at all energies and temperatures.
The comparison is improved for 3D processes from (n,j-0) to (n’,all j’);
but even here, RLM results are too large, especially at reaction thresh-
olds, where at least for the casaa where detailed 3D results are avail-
able,~-tll~ threshold behavior is strongly influenced by the bending
zero point energy of the collisior~ complex in the strong interactj.on
region (i.e., the transition state]. It is this latter effect which we
address to sosre extent by augmenting the RL!d with a bending Hamiltonian.

The inclusion of effentive potentialfr into the BCRLMin a~der to
acccmnt approximately for the neglected bending degrees of freedom in
the RLM uhould make it possible to compare more directly with 3D calcu-
lations, Such comparisons are difficult because bending notion is
relevant only when the ~ollision partners ure close together, and not
asymptotically, where boundary conditions are imposed and where the
angular ●otion becomes that of a free rotcr. Although the lowest
bending states Ai-A*-O do correlate with the loweat free rotor states
j=j’=0, we cannot generally define a napping between higher bending
statea and higher free rotor stateb, Consequently, comparisons between
BCRLMand full 3D calculations require that we average both nets of
results.C4’7g In the BCRLM, we average over the bending degrees of
freedom labelled by Al and At, tind compare to 3U calculations averaged
over the analogous rotational degrees of freedom j, j’, 1, and 1’, where
1 is a label for orbital angular momentum.

The appropriate kind of rotational averaging has been discussed for
several years by Bowaran and coworkers, J@-*4 lrl connection with a hier-
archy of dimenslonelity reducing tneorlen .Jf renct~ons. Although the
BCRLMdiffers in origin from these dimensionality reduci~~g theories, it
resembles them in spirit, and in detail at somo levels. Specifically,
the application of microcanonical rotational averaging to BCRLMhas been
presented by Walker and Pollak,Q4 and we will review only the f~nal
results here,

In this section, we use square brackets ([]) to ind~cate quant~ties
which hava been nicrocanonically summed, bracea (()) to indicate
quantities which have been m~crocanonfcally averaged, and angle brackets
(<>) to indicate quantities which have b~en thernraily averaged, The
appropriate 3D njcrocanonically avfraged rotational cross section w~th
which we wjsh to compare isc’~’o



(oJE)) -R [9nm(E)l / [km2], (83)

where [kn*] is a cumulative translational wavel;umber for reactants,

m

[km2] = @A #-2~(2j*l) (E-cmj)e(E*mj),
,

(84)

j-o

and c is the internal snergy of the initial ❑olecule in vibrationalBj
rotate ■ end rotational at.a”.e J. The He~Visjde functjon e(x) jn Eq, (84)
indicates that the summation runs over only open
energy E. In Eq. (83), [~nm(E)] I’J a cumulative

which for a full 3D calculation ts defined ae

- =

channels at total
rotational probability,

(85)

where the sums over 1 and 1’ i-u~ over the triangle Inequality with J and

j (orj’), and P~j, l,Ejl is the r~actloli probability, ths absolute

square of an element of the 3J) S natrjxm
In the BCRLM, the cumulative reaction probability ie one in which

we SUMover the bending degreeu of freedom, approximating Eq. (85) as

* A a

(86)

where A is a principal bending quantum number (A = A1+A1), A is an
internal bending angular momentum (A = AJ-A8), and the notation xi
indicates that the aummmtiun over A goes in steps of two. The reaction
path multiplicity factor # in 13q, (88) assumes values of one or two, the
latter for the caee of an initial homonuulear diatomlc. In practice,’d
we have further approximated Eq, (86) by wrJtlng reaction probabilities
for hjgher bending atatee in terns of those for the lowest bending
●tate, using tranaitlon state theory argunents.is’ad

Given the cumulative reaction probabjlitle~, we can compute

thermally averaged rate conatante,

Knin(T)= fi2N(2#2(~ABCkB T)_3/2- (E)> /Q(T),nm h

where ~ Is che rotational pnrtitlon functlan

m

Qn(T)~ ~(2j+l) exp(-amj/kBT],

(87)

(88)

juo

and the thermal average of the cumulative reaction probability is



a

*rim(E)> -
J

exp(-E/kDT) !~il=(fi)l dE.
o

(8!2)

3. REVIEWOF APPLICATIONS OF THE bCRLM

To date, the BCRLMhas been applied to a handful of chemically reactive
systems, naaely the hydrogen exchange reaction H + H2 and its ~sotoplc

counterparts,ts~~~~~s and to the F + H2 reaction and its isotopic

counterparts .cc-cs Some preliminary results have also been presented’
for the Ye + H2* reaction as well. Lagana7~ has extended the

calculations for the H+112react~on to higher collision ener~ies, and de

Haar, Balint-Kurti, and Wyatt’” have cons~dered the H + C12 reaction.

We have already discussed in the previous section an extensionC4 of the
BcRLM in which we define averaged croaa mectlone and rate con~t~nts;
when applied to the D+H2(m=0,1) reaction, we obtained an excellent

cmparison with shifted nudden calculations of Abu-Salbi, ILouri, Shims,
and Baer.O’ ”*’

The prl~ary concern of the first BCRLMpaperi- was to ~nvestlgate
the extent to which the 300K rate constants (RLM and BCRLM) for the
reactions H + H2(m=l) and D + H2(m=l) are determ~ned by collisions at

energies below the height of the adiabatic reaction barrier. The rate
constants determined were compared to experimentO’” D4 and to a classical
trajectory calculation,~s but since they are not rotationally averaged,
these rates are c~rtainly an upper limit to the true rates on the
potential surface”’”o’ we used.

Our interest turned then to the relationship between scattering
resonances and the angular distribution (differential cross section)
predicted by the BCRLM, We showedts that for both reactions mentioned
above, the angular distribution moves from backwards peaked at low
collielon energies to more sideways peaked at higher energ~ea, even
though the reaction dynamics at threshold is dominated in the H+H2(m=l)

came by a remonance and no resonance appears in the D+H2(mMl) case. Our

interest in this relationship was sparked by the F+H2 reaction, which

also shows’’-s~ a shift in the angular distribution, and has a definite
threshold reoonance contribution, We therefore analyzed-c the BCRLM
angular distribution for the F+H2 reaction, and concluded that while the

presence of ? threshold resonance does contribute to the eideways shift
in the angular distribution, it ie probably not the only source of the
feature, Pursuing this idea further, we attempted to separate the
reuonant and background contributlona to the angular dlatributinn in a
following paper, “ uting isolated narrow resonance approximations.

We have also used the BCRLMas a tool to investigate the
relationship between parameters which define potential energy surfaces



and dynamic features ●uch ma remnancee, angular distributions,’” and
the poeition of reaction thresholds.cs This work hen concentrated on
the F+D2 reaction, and ham aided the development of improved potential

energy ●urfacee.cg~sa

4. EXTENSIONS.ANDFURTHERAPPLICATIONSOF THE METHOD

There is currently work in progress which will extend ●o~e of the ideas
of the BCRLMeither to improve the quantitative reliability of the
■ethod, or to enlarge the range of problem to which it is applicable.

4,1. Hybrid Sudden and Adiabatic Hethoda

A8 is evidenced by recent literatures’-Soo and in other contributlonm In
this volume. there 1s considerable interest in understanding the nature
of the rotation-bending dynamica of reactions in the energy regime near
the reaction threehold. For ■any reaction-, end perhaps for moat
reactions, the dynaaica of bending ●otion at threchold la adiabatic, but
above threehold energiee, the ●otion eeem to ●ujtch over to a ●udden
type of behavior.** Consequently, work in progrem’oo-t would define a
hybrid ●udden-adiabatic theory which would produce reaction cross
●ections In agreement with adiabatic thresholds (e.g., BCRLM)and in
agreement with reactive sudden croae sectiona”’-s ’~os-m at higher col-
lision energies. If this work prove- fruitful, and we learn how to
model the crommover between adiabat~c and eiudden reaction dynamicm, then
we ❑ay hope to considerably improve the predictive nature of approximate
theories of react.ione.

4.2. Non-collinearly Dominated Reartions

The BCRLMis by Ite very nature con-trained to treating collinearly
dominated reaction proceaoes. One could extend the method to non-
collinear oyetem by Including effective potential term and more
complicated kinetic energy oporatore to repreoent the notion of the
reacting ayeten along Ita (bent) minimum energy path lrom reactanta to
products. Thio 1s indeed m example nf the Barrington and Millers*
reaction surface HamiltonIan theory, which at present ie probably the
■ost frultfuI approach for noncollinear ●yatema.

4.9. Coupling the Bending Degrees of Freedom

A fairly straightforward extension of the ●ethod would be to include the
coupling between the loweet and higher bending degrees of freedom while
●olving the coupled-channel equat~one. Such an approach ■ay have the
beneficial effect of lowering the overall reactjvlty characteristic of
the BCRLMat pomt-t!meahold energies, since inelastjc bending tran-
●jtionm may reflect otherwlae reactjve flux prjor to reachins the re-
action barrier. Unfortunately, there im no significance to individual



bend-state to bend-state cross sections, becavse bend states have no
well defined asymptotic meaning: we would therefore still need to rota-
tionally average (i.e., bending average) our results. Furthermore, any
improvements would come at the cost of substantially increasing the
computer requirements of the ●ethod, to a level comparable to 3D centri-
fugal sudden (CS) reactive calculations. If such a level of computer
effort is available, it would therefore seem appropriate to do the 3!) CS
calculation Instead.

4.4. Photodissociation of Linear Triatomics

A promising extension of the BCRLMto new problems lies in the photodis-
sociation of sofne triatoaics. The application of quantum half-
scattering ●ethods to problems of photodissociation is well known, ’”’-o
and for molecules whose ground and excited electronic surfaces are line-
arly dominated, the approximatlona inherent in BCRLMare quite appro-
priate. To treat photodissociation, we must compute the overlap of the
scattering wavefunction on the excited electronic surface with the
initial bound state wavefunction on the ground surface. Methods for
computing the required overlaps as the R-matrix solution of the coupled-
channel equations progresses have been described by Kulander and
LzghtiO’ and by Schneider and Taylor.ioo In addition to its relevance
to photodissociation, these techniques provide a way to recover the
scattering wavefunction from an R-matrix calculation, since the “bound
state” wavefunction can be a deita function or a narrow gaussian, The
technique for accumulating these overlaps resembles the hyperspherical-
to-Jacobi projection described earlier, and so we will review it here.

Using the Jacobi coordinate system as an example, we seek the
overlap Xnm of the scattering wavefunction YK in Eq. (24) with a bounded

function Sn(R,r). We begin by expanding the propagation functions in

each sector with sine- and cosine-like functions,

sn(R;i) - sin[k~(R-R~)], channel n open,

sn(R;i) = sinh[k~(R-R~)], channel n closed,
(90)

cn(R;i) = cos[k#(R-d~)], channel n open,

cn(R;i) = cosh[k#(R-R~)], channel n closed,

where k: Is the local channel wavenumber in sector i. Note specifically

that we are expanding about the right-hand-side of each sector, because
it simplifies the propagation of the overlaps. Next we define primitive
overlap integrals of the bound function(s) in sector 1,



%
[& -J -Vn(R,r) IIm(R;i) Fm(r;i) dil, (91)

‘i

R;
[g:]nn = j - ~n(R,r) cm(R;i) Fm(r:l) dR. (02)

‘i

Note that if ~n(R,r) = 6(R-R~) 8(r-r~), or is a narrow gauacianl@@tJ~@

centered at (R~,r~), then the integrals above are easily evaluated.

If ~(i) is the global R -atrix accumulated after propagating

through sector 1, we then compute from it a local overlap In sector 1,

~(l) ‘#[~ (i)”~i]-l + Ni,-c (93)

and a matrix relating overlaps in ●ector 1 to thoao in ●ector 1+1,

[
g(i, i+l) = ~(i, i+l)- ~(R!+l) *[~(i+l)*&i+l]-l + :(Ri+l )]. (94)

where ~ 1s defined In Eq,

def~ned in Eq. (90), The
given by

Q(i+l) = g(i+l)

(45). and the diagonal ~ and g matrices are

accumulated overlap through sector i+l is now

+ g(l)”g(i,i+l). (95)

The overlap propagation begins with g(l) = Q(l) and contlnuea through

the sector where boundary cordltiona are imposed. At this point we
compute the desired overlap matrix by taking the oame linear combination
of the propagated overlaps am for asymptotic boundary conditions (mee
Eq, (74)),

(96]

It should also be clear that a olmllar approach sould be employed, if
desired, to propagate overlapo of bound state wavefunctiona with the
gradient of the scattering wavefunctlon. Note from Eqo. (93)-(94) that
the propagation of overlapa requi-ee at each step an invermion of the R
●atrix; if one propagates the log-derivative •ntrix~~ instead of the R
●atrix, then the propagation of overlapa by this scheme requires only a
few additional matrix multiplicetlona at each step,



6. S-Y

The Bending Corrected Rotating Linear Model should be useful as a tool
for insight into the Importance of none of the three-dimensional
features expected of colllnearly dominated atom-diatom reactions. The
Rotating Linear Model, defined by Child,l Connor and Child,s and by
Wyatt,’ augments the collinear world naturally with an Impact parameter,
making It possible to compute integral and differential cross sections.
Adding a bending correction then Improves the quantitative predictive
ability of the method, and permits a more direct comparison with 3D
rotationally averaged integral cross sections and rate constants.

Additional theoretical refinement lo needed before we can
quantitatively compare BCRLMdifferential cross sections with 3D. The
du!w Of the BCRLMdifferential CrO= ●ection COnta~nIJ information about
the impact pa~ameter dependence of the reaction probability, and when-
ever the 3D angular distribution retain. only this level of dynamical
detail, we would expect the BCRLMdifferential croun ●ection to compare
nicely. Consequently, it is likely that BCRLMwill fare best when
compared t~ 3D differential cross ●ectiona from the ground state of
reactants to all product rotational states, since this type of cross
section retains the least amount of rotational information.
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